Jour. Ind. Soc. Ag. Statistics
49 (Golden Jub. No.), 1996-97 : 307-318
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A K. Srivastava
Indian Agricultural Statistics Research Institute, New Delhi, India

SUMMARY

For overlapping clusters, the selection probabilities provided by the
selection procedures get disturbed due to multiplicity of units. Unbiased
multiplicity estimator has been considered and its efficiency compared with

_ alternative estimators. A particular case of overlapping clusters in the form
of clustering after selection (C.A.S.) by associating nearby units after
selecting a ‘key -unit’, has been considered and the usual estimator formed
by considering the clusters as non-overlapping ones is found to perform
satisfactorily in terms of efficiency.
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1. Introduction

Cluster sampling is a well known technique in which clusters are taken
as sampling units. Quite often, clusters are available in the form of natural
clusters such as households as cluster of individuals or villages as cluster of
households. Sometimes, clusters are formed for sample selection such as cluster
of villages. In such cases, overlap of clusters is avoided if non-overlapping
clusters are to be formed. In natural clusters, if a unit belongs to more than
one cluster, overlap is avoided by properly defining the linking rule so that
one unit belongs to only one cluster.

Overlapping clusters are sometimes preferred due to constraints at the time
of cluster formation. For example, if a map of area to be surveyed is not
available, formation of non-overlapping clusters may not be practicable.
Formation of clusters by first selecting ‘key-villages’ and then associating
nearby villages to form the clusters, commonly adopted in agricultural surveys,
is an example of such overlapping clusters. Various procedures for cluster
formation in the form of clustering before selecting the sample (C.B.S.) and
after selecting the sample (C.A.S.) were considered by Goel [3], Goel and Singh
[4), Aggarwal and Singh [1] etc.

The probability structure of the sampling design, for non-overlapping
clusters as sampling units, gets disturbed when the clusters are overlapping.
Even for the simplest case of equal probability sampling, if the overlapping
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clusters are treated as non-overlapping, the corresponding estimators are biased
and the nature and extent of the bias is not known. Changes in the sampling
design due to overlapping nature of the clusters may be accounted for, if the
corresponding changes in the probability structure may be ascertained. This is
feasible but not always simple. Some of these aspects are investigated in this
paper for equal probability samples of clusters. Estimation based on multiplicity
of units in various clusters is considered in Section 2. Nature and extent of
the bias of the usual estimator, considering the clusters as non-overlapping,
is examined in Section 3. An alternative approach based on the varying
probability sampling is examined in Section 4. Efficiencies of these estimators
are considered in Section 5.

2. Overlapping Clusters and Multiplicity Sampling

The concept of multiplicity sampling was developed in the context of
health surveys for rare diseases (Birnbaum and Sirken [2]). The concept was
further extended to other areas (Sirken ([6], [7], [8]), Sirken and Levy [9],
Kalton and Anderson [5]). We consider its relevance in the context of
overlapping clusters. '

Consider a population of L overlapping clusters. Let N be the total number
of elements in the population. Define

8o =1  ifi” cluster contains o™ unit (Ug, say)

=0 otherwise

Thus, A=((%,,))is a L xN matrix (i=1,...L;a=1..N)

Further, define

L
=Y 8, = multiplicity of U,

a
1
N
M; = Y §,= clistersize for the i® cluster
a
N L
R=z S¢ = Z Mi
a i
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L L N . N -
)‘:'in:zzya_sl—a':z:ya:Y
i i o a a

Thus, for estimating population total Y, A may be estimated on the basis
of a sample of ! clusters selected from L clusters following any sampling design.
For example if ! clusters are selected by simple random sampling without
replacement, a multiplicity based unbiased estimator of population total Y is

!
A L
Yy=4=33 N (1)
i
- A . .
Variance of Y,, is evidently

A L 2
vl - d-h (et @

L L N Y
Si-Y 2,7
i i a ¢

N 2
y S
Sy By oy,
a ¢ axp ¢
L
where Sag=z 3. . 8|B, and
2Y: 1 , w
TET 1| XYty XYa¥
o= azp
Thus,
A 11,1 e 1= S0.p S0 5B
V(YM)zL(T_f)f:—l Eya 3 +2 Zyaya( 33 ) 3
. o o u¢B O.B o

where So. = So/ L and S, = Sqp/L
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Following cases are of interest.
Case (i) M; = M i.e. cluster sizes are equal.

In this case, s, and EaB satisfy following properties

Thus 5 and 5_, behave like inclusion probabilities for ¢« unit and for
o o B p

pair of o and B"‘ units respectively for a sample of size M from N. For such
a sample,-the Horvitz and Thompson estimator of population total Y is given
by

M

. y
Yir = X g_a
a o

* - — y(!, Zﬁ 2

Vi) =X 3 Go S = Sap) (35 - 55 (4

a<B a B
In fact V (QM) from (3), reduces to

V(¥y) = == v (Y ©)

M/ = I(L—l) HT -

L
\" (YM) consists of two factors. The first factor arises due to selection of !

clusters from L clusters and is similar to finite population correction (f.p.c.).
The second factor is the variance term for a H.T. estimator and it reduces to
zero when y_ is proportional to s . It}\ most of the practical situations y, is

likely to be uncorrelated with s, and Y, though unbiased, is likely to loose
efficiency on this account.

" Case (ii) L = N

This case corresponds to a practical situation of cluster formation through
selection of ‘key villages’. Consider a population of N villages. For cluster
formation, n villages are first selected and to each selected key village, (M-1)
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nearest villages are attached to form the clusters of M villages each. The
corresponding multiplicity estimator of Y is given by

2 ©6)

:slz

N
2 N-n - = p/ y
VM = TN §<% Go 53— 3ap) (i - gs > o)

where 5, =s_/ N and EaB = s“B/ N

. A _
A practical difficulty in the use of Y, is that-A, should be known for
the selected clusters which in turn requires that multiplicity s of all the umits

in the selected clusters should be known. Fortunately this is not difficult in
the case of “key village selection procedure”. Assuming that for a key-village,
all the associated villages fall in a maximum distance of r kms. (say),
enumeration of village falling within a distance of 2r kms. will enable one
to know about the number of possible clusters in which the elements of the
selected clusters can get associated. Thus, the multiplicity of elements belonging
to selected clusters can easily be obtained in this procedure.

3. Bias and Variance of the Usual Estimator in
Key Village Selection Procedure

Consider the case of N clusters. The usual biased estimator of population
total is '

n

Yb=ll\l_lz?i (8)

i
s . ; ) .
where' Y, = Y;/ M is the per element cluster mean for the i cluster. At this

stage we consider clusters of unequal sizes. In this case multiplicity is not taken
into account.

N
E(Yb = E

i

9[\/]2
<
Q
zm
<3
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o

ia
i

N N
=Y WYy  wherey, =3 —F

o i

N - [

It is observed that Z u, = N. Thus,

a . .

N N
A
Bias (Y,) = z Uy Yo — Z Yo
o

a
N Tu Xy,
=X 0 Y- — N
a
= (N-1)S,, &

N N
1
where S, = —— (¥ u.y, - y)/N)
[+ 3 [+2

Thus, bias vanishes if u and y are uncorrelated. When clusters are of fixed
size¢ M ie., M;=M for all i, then u, = s /M. Thus, the usual estimator of

total is unbiased when y’s and s’s are uncorrelated. In case of ‘key village’ -
clustering procedures, the multiplicity s’s provide measure for density of the ‘
area. In actual practice y values and the multiplicity are seldom likely to be
correlated. Therefore, in agricultural surveys, the bias introduced by considering
overlapping (obtained through ‘key village’ procedure) clusters as
non-overlapping one is hardly of much significance.

A
Variance of the estimator Y, is given by

N N
VY, = Nl(%—ﬁ)ﬁl_—l Y Y- '11? (¥ Y,?

Assuming M; =M, foralli
V& = N2 (N -n) iyz S_a(l_s_a“zﬁz Ve yg (0B _ 558y
PUMIaN-D| TN NS SR N T e
NZ(N' n) s N !
- b — _ o
= —70 Va5, (1-5,)+ Ya Y Gop — SaSg)
M211(N—1) % o So o za‘,j_‘, aJp Vap o °B
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N (N E PIE (S0, 5p = saB)(ya—yB)z (10

(1<B

4. Horvitz-Thompson Estimator for Overlapping Clusters

For overlapping clusters, the probability structure of original sampling
scheme of clusters gets disturbed due to multiplicity of sampling. As such
even for the equal probability sampling scheme, the resultant sampling scheme
is a varying probability scheme. For the key village scheme in which L=N
clusters with M elements in each cluster and n clusters being selected by equal
probability sampling, usual Horvitz-Thompson estimator for Y is

A
Yur = 2 Yo! g (11)

a

with variance as

V(YHT)—Z(I—n)ya/n +3 Y (Map—TaMg) Yo ¥p / Tumy  (12)

azf
where
su
n
na—l—ll;l,{l_N—Hl) (13)
S B
n
Tap = 1= T {(1-5=iy) (14)

It may be noted that if v is the number of distinct elements in the sample,
then '

EM=)Y 7, (15)

5. Efficiency Comparisons
5.1 Overlapping versus non-overlapping clusters : a model based comparison

It is seen that the case of multiplicity sampling reduces to non-overlapping
clusters when

S = 1
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and i §ip=1, ifap e i"cluster(i=1,...L)
= 0, otherwise

Thus, the estimator of Y in case of non-overlapping clusters may be
compared with the usual Y, when overlapping clusters were considered as

non-overlapping clusters. We consider the following model
Yo = B+ &
where E(e) =0, E(gp)=0" and E(g, £5) = 0
This model is suitable under the situation, when y’s are uncorrelated with

multiplicity of U, . Under this model, EV (Y, ) reduces to

(N-n) N?

a(N=1) M — (M- ZS}O

EV (Y,) =

A -
To compare Y, with the non-overlapping case, consider L = % non-overlapping

clusters.from, which / = pn clusters are selected where p is a constant. Expected
variance of Y. reduces to

Ao 1 1. 1 NN-M ,
EVfnoc) = LG~ L7~ M ©
_N-piM | 2

paM
Now, a little simplification shows that

— A
EV(Y,) 2  EV(Yyoc) according as
N
PI
o

Following cases are of interest

VIA

(N—-1) (N —pnM)
M{l_ (N —n)Np }

Case (i) Sampling fractions of clusters are same

L
!

Zle sz

or ! =

P

(Y G

A




ON OVERLAPPING CLUSTERS AND MULTIPLICITY SAMPLING 315

o polol
P=N"M
For this value of p,
(N-1) (N —pnM) " (N-DM
— = for M22
M {1 N_-mNp .) M{l- N } < 0, for
A A
Thus, EV (Y,) <EV (Ynoc)

Case (ii) Expected number of cluster elements are same
M = E(v) '
where E (v) is obtained from (13), (14) and (15). For p=E (v)/ nM

1 1
M(l_(N—l)(N—pnM))_M 1—( N (E (v)_N)M‘
(N-n)Np B 1.1,
n N
. nM
—-M(I—E(v) for large N
<0 asE(v) <M
A A
Thus, in this case EV(Yy) < EV(Ynoc)

Case (iii) Number of clusters are same
l=n
or p=1
A
EV (¥ 2 EV (Ynoc) according as

N
b _(N=1)(N-nM)
% S 2 M{l (N-n)N }

A A
This condition indicates that for p=1, Y is likely to be better than Y,. In
fact, if some idea about the expression X EzAis available then one can know
abO/l‘lI values of p (and thereby !) for which Y. may be superior or inferior
to Y.
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5.2 An empirical comparison

The population in this illustration consists of 25 villages in a compact
area of Rampura phul tehsil of Bhatinda district in Punjab. The overlapping
clusters of sizes 3 each were formed following ‘key village procedure’ from
the map for the above mentioned tehsil from District Census Handbook, 1981,
The information for each villages in respect of total area of the village
Yy bumber of households Yoy irrigated area Y5y and multiplicity s is given

in Table 1.

Samples of five overlapping clusters are considered for gomparison
purposes. Mean square errors (M.S.E.) and variances of estimators Y,. Y,, and
A

Y, for the three characters Yay» Yo and Yy are presented in Table-2.

A A
Evidently Y, is more efficient as compared to Y,, which is better than
A .
Y, in this illustration. '
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Table 1. Clusters for key villages and corresponding Yay Yoy Y3) and s,

Key Vill. No. ~ Cluster Yoy Yo Yo) S
1 1 2 3 468 197 427 3
2 2 1 4 465 184 398 3
3 3 1 4 1018 402 892 4
4 4 2 3 584 161 366 3
5 s 3 8 117 372 923 2
6 6 7 8 2014 703 838 3
7 7 6 8 837 299 315 5
8 8 5 7 706 253 584 5
9 9 8 10 402 145 218 2
10 10 9 11 608 220 561 4
1 n -7 10 2161 106 1624 2
12 12 10 - 13 1295 528 755 2
13 13 12 14 331 149 283 3
14 14 13 15 2094 653 1666 s
15 15 14 16 515 192 374 2
16 16 7 14 2992 1099 1893 2
17 17 19 23 2161 562 7 1
18 18 19 20 679 215 377 2
19 19 18 20 1539 482 1267 4
20 20 21 22 353 90 243 5
21 21 20 22 595 135 454 2
22 2 19 20 534 225 288 3
23 23 14 24 2018 609 522 3
24 24 23 25 4564 360 2892 3
25 25 6 24 2033 535 1768 2

A A A
Table 2. M.S.E. and variances Y, YM and Yur for ya), y@)and y@3)

MSE/Variance Yo Yo Y3y
MSE.(y) 1016 x 10° 5268 x 10° 4851 x 107
vV (Yw) 6563 x 10° 4168 x 10® 3460 x 10°
V(Y 2090 x 10'° 2409 x 10° 1294 x 10'°
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